Recognition Dynamics Up to Microseconds
Revealed from an RDC-Derived Ubiquitin
Ensemble in Solution
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Protein dynamics are essential for protein function, and yet it has been challenging to access the
underlying atomic motions in solution on nanosecond-to-microsecond time scales. We present a
structural ensemble of ubiquitin, refined against residual dipolar couplings (RDCs), comprising
solution dynamics up to microseconds. The ensemble covers the complete structural heterogeneity
observed in 46 ubiquitin crystal structures, most of which are complexes with other proteins.
Conformational selection, rather than induced-fit motion, thus suffices to explain the molecular
recognition dynamics of ubiquitin. Marked correlations are seen between the flexibility of the
ensemble and contacts formed in ubiquitin complexes. A large part of the solution dynamics is
concentrated in one concerted mode, which accounts for most of ubiquitin’s molecular recognition
heterogeneity and ensures a low entropic complex formation cost.

tein dynamics, with time scales ranging

from picoseconds to beyond seconds. For
molecular recognition, for example, proteins
adapt their structure to different binding partners,
often exhibiting large structural heterogeneity.
In the past 30 years, atomic information on many
dynamical processes has been accumulated from
a broad variety of techniques (/, 2). Nuclear
magnetic resonance (NMR) relaxation has been
used to quantitatively probe protein dynamics at
the fast end (picoseconds to nanoseconds) as well
as in a much slower range (microseconds to mil-
liseconds) of this broad spectrum of time scales
(3-6). Relaxation of nuclear magnetization is
caused by fluctuations of magnetic interactions
between nuclei resulting from the nanosecond
rotational tumbling of the molecule and internal
dynamics. The amplitudes of these motions are
expressed as so-called Lipari-Szabo order pa-
rameters S{s (7). Internal dynamics slower than
the rotational tumbling time t. have no impact
on the overall fluctuation of the magnetic in-
teractions. Therefore, SZg order parameters
reflect only sub-t. motions, at the fast end of
time scales.

The slow range of time scales is accessible
by relaxation dispersion measurements, based
on the stochastic fluctuations of isotropic chem-
ical shifts, which are independent of rotational
tumbling (3, 5). Conformational heterogeneity
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slower than 10 ms can be directly observed as
peak splitting in NMR spectra. For backbone
amides, motions faster than 50 us do not result
in sufficient line broadening to be detectable for
relaxation dispersion measurements. These mea-
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surements therefore probe motions slower than
about 50 ps up to about 10 ms and have been
used to characterize major structural changes
and enzymatic reactions (6, 8). Except for cer-
tain favorable cases (9), it is, however, difficult
to translate these fluctuations into ensembles
of structures. Therefore, relaxation-based ensem-
bles of solution structures take only motions
faster than 1. into account: They are limited to
sub-t, dynamics (/0, 11). These sub-t. mo-
tions are typically much smaller than the struc-
tural changes involved in molecular recognition
and are likely to contribute mainly to the en-
tropy of proteins (/2—14). As a consequence,
the structural heterogeneity observed in pro-
tein complexes has frequently been assumed
to be inaccessible to equilibrium fluctuations
in solution, thus favoring induced-fit models
(15, 16).

RDCs probe supra-t. dynamics. RDCs are
sensitive to motion from picoseconds to milli-
seconds, which includes the previously in-
visible time window between 1. and 50 us,
which we will call supra-t.. Indeed, RDCs
recorded for ubiquitin, as well as for the Bl
domain of protein G, hint at substantial dy-
namics between nanoseconds and microsec-
onds (/7-25). Here, we present a structural
ensemble of ubiquitin based on an extensive
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Fig. 1. Structure ensemble of ubiquitin. (A) Backbone trace of 40 randomly chosen structures from
the EROS ensemble. Residues are colored by the amount of additional (supra-t.) mobility as
compared with the Lipari-Szabo order parameters (Fig. 3C) S&,a = Stros/Sts- (B) For each x-ray
structure (for numbering on the x axis, see table S3), the backbone RMSDs of residues 1 to 70 are
shown for superpositions with each EROS structure (red dots) and each x-ray structure (black dots).
The minimal RMSD for EROS structures (red line) and the maximal RMSD for x-ray structures (black
line) are highlighted to guide the eye. (C) Co root mean square fluctuations (RMSF) of EROS
structures (red line) and of 46 known ubiquitin x-ray structures (black line).
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RDC data set (Fig. 1). Ubiquitin is a key to
many cellular signaling networks (26, 27) (as in
protein degradation, for example) and is recog-
nized by a broad variety of proteins with high
specificity (28). Accordingly, ubiquitin crystal
structures of 46 different complexes show a
particularly pronounced structural heterogeneity
(Fig. 2), which cannot be explained from the
available sub-t, ensembles refined against NMR
relaxation data (10, 11) (Fig. 2, C and E).

RDCs are observed in an anisotropic solution,
induced (for example) by a highly diluted liquid
crystalline medium (29) or a polyacryl amide gel.
In such an anisotropic solution, the protein does
not adopt all orientations with the same proba-
bility. Therefore, the rotational tumbling no lon-
ger averages the dipolar coupling to zero but to
a measurable RDC. The anisotropic orientation
distribution is represented by an alignment ten-
sor, which is fixed to the molecular frame. For
directly bonded nuclei, the RDC D depends only
on the direction (0,0) of the internuclear vector in
the alignment frame

D6, ¢) :Da[(3cosze —1) +

;R(sinzecoshp)] (1)

where D, is the axial component of the align-
ment tensor and R describes its rhombicity
(17, 29). Internal dynamics lead to orientational
fluctuations of the internuclear vector (6,0) in
the alignment frame (and therefore also in the
molecular frame) and affect the size of the RDC
according to Eq. 1. This variation of the RDC is
usually in the range of less than 10 Hz, and
therefore the RDC D is averaged to the measured
(D) for motions faster than the upper limit of
relaxation dispersion (10 ms), thus sampling the
previously inaccessible supra-t. time window.

Because the alignment tensor includes five
parameters, the extraction of these fluctuations
requires the measurement of RDCs in at least
five independent alignment media. To assess the
supra-t. time scale for ubiquitin, we measured
RDC:s for the backbone amide NH couplings in
18 different alignment conditions, as well as back-
bone HNC’ (amide proton to carbonyl carbon in the
same peptide bond) and NC' (amide nitrogen to
carbonyl carbon in the same peptide bond) RDCs
from 4 different alignment media. Together with
data from the literature (30-32), 36 NH RDC
data sets and 6 HNC' and NC' RDC data sets were
available. To probe side-chain dynamics as well,
we included side-chain methyl group RDCs mea-
sured for 11 alignment media in the analysis (33).

Supra-t. ubiquitin ensemble reveals con-
formational selection. To extract a structural
ensemble from these data, we carried out cross-
validated ensemble refinement from unfolded
structures in explicit solvent subjected simulta-
neously to restraints from NMR nuclear Over-
hauser enhancement (NOE) and RDC data
(henceforth referred to as EROS for ensemble

refinement with orientational restraints). The
unperturbed protein exhibits considerable flexi-
bility, with a substantial fraction (color coded,
Fig. 1A) attributed to supra-t.. Slower motions,
at the microsecond-to-millisecond time scale, have
previously been observed for only a very limited
number of residues (34), thus confining the ad-
ditional motion to the time range between the
correlation time and about 50 us. As a cross-
validation, the ensemble was also calculated with-
out NOEs. The resulting ensemble was found to
be virtually unchanged [(33), EROS4], indicating
that the ensemble is predominantly defined by the
RDC data.

Unexpectedly, this supra-t, ensemble com-
prises the complete range of crystallographi-

cally observed structural changes during interface
engagement (Figs. 1B and 2A), in contrast to
the known fast dynamics (Fig. 2, C and E)
(10, 11). Indeed, each of the x-ray structures is
similar to members of the solution ensemble
within less than 0.8 A backbone root mean
square deviation (RMSD) (Fig. 1B), although
no crystallographic data have been used during
refinement. Conformational selection, rather
than induced fit, thus suffices to explain all
known structural adaptations that the ubiquitin
backbone undergoes upon complex formation
with different binding partners. Remaining
induced-fit motions are restricted to rotameric
side-chain rearrangements and minor backbone
changes.
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Fig. 2. Comparison of supra-t. and sub-t. solution ensembles (colors) with the collection of 46 x-ray
structures (black) of ubiquitin by PCA: EROS (A and B), 1xqq (C and D), and 2nr2 (E and F). The PCA
was carried out over the merged two ensembles that are displayed (in each case, the x-ray ensemble
and one NMR ensemble: EROS, 1xqq, and 2nr2). Panels (A), (O), and (E) show projections onto the
principal modes 1 and 2, whereas panels (B), (D), and (F) show projections onto modes 3 and 4.
Systematic deviations are observed along the principal modes for both sub-t. ensembles but not for the

supra-t. EROS ensemble.
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As an independent validation of our ensemble,
we have also applied a self-consistent RDC-based
model-free (SCRM) analysis (33) to the set of 36
NH RDC experiments. This method is an
enhanced implementation of the previously
published model-free method (21, 24, 25) that
largely alleviates structural bias (33). The SCRM
analysis quantifies dynamics as the degree of
orientational restriction of the amide NH bond in
the molecular frame in terms of a generalized
order parameter S*(NH), which is zero for
complete isotropic disorder and one for a fixed
orientation of the respective NH bond. For
comparison, generalized order parameters were
also computed from the EROS ensemble. A
correlation coefficient » = 0.74 between S2crm
and SZros is found (Fig. 3A). This agreement
between two independent approaches shows that
the dynamics observed in the EROS ensemble
are indeed strongly determined by the experi-

mental RDC data. This conclusion is supported
by rigorous cross-validation implemented in
EROS by systematically leaving out all RDCs
between backbone amide N and carbonyl C, as
well as all scalar couplings, from refinement. The
ensemble-averaged free RDC R-factor of 18.5%
is considerably lower than for other solution
ensembles (>24%; table S2). Combining all x-
ray structures into an “ensemble” (35), we
obtained a similarly low R-factor of 18.3%. As
compared with the R-factor of 25 + 4% for
individual x-ray conformers, this result confirms
that the conformational heterogeneity (as found
in the EROS ensemble and in the x-ray data)
considerably improves the description of the
experimental solution NMR data. In addition,
the correlation between order parameters
derived from the x-ray “ensemble,” particularly
when relaxed in short (10-ps) molecular dy-
namics simulations at 300 K [Fig. 3B; (33)],
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Fig. 3. Comparison of NH order parameters of ubiquitin. (A and D) The order parameters of the
presented EROS ensemble (red) are compared with SCRM order parameters (blue) derived from the NH
part of the RDC data used for EROS. The SCRM order parameters shown in dark blue reflect the most
probable overall scaling with respect to the Lipari-Szabo—derived order parameters SZ%. The most
conservative scaling of SCRM order parameters to S% is shown in light blue. (B and E) Order
parameters intrinsic to the ensemble of 46 crystallographic structures (black). The dashed curve is
obtained when the 46 structures are relaxed at 300 K by short molecular dynamics simulations of 10
ps. (C and F) Generalized order parameters obtained from NMR relaxation data (green) for the sub-t,
dynamics of ubiquitin via Lipari-Szabo model-free analysis (36). Green circles mark the data points
taken from the most recent and accurate measurement (36), whereas remaining data points are taken
from previously published data (46). The latter (46) were rescaled such that they align with the newer
results (36). The EROS order parameters were scaled by 0.93 to account for limited ensemble size and
underestimation of the librational contribution (SOM text S4). Error bars (15) for the EROS ensemble
(light-red) comprise intrinsic sampling and force-field errors as well as propagated experimental
errors. The uncertainty in the libration correction was estimated as +4% and is represented in gray. A
solid line is shown for residues where sufficient RDC data were available to determine a robust value
with SCRM analysis; for the other positions, EROS order parameters are shown as a dashed line. [(D) to
(F)] Scatterplots for a direct comparison of the two sets of order parameters shown to the left of the
respective plot.
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and the RDC-derived order parameters SZros
and SZcrw suggests that the interconversion be-
tween the different ubiquitin conformations in
the x-ray ensemble strongly contributes to the
solution dynamics.

To assess how much of the solution dynamics
is slower than 1., we compare SZros and S2crm
with order parameters derived from NMR re-
laxation measurements. The picosecond-to-
nanosecond time scale dynamics of the ubiquitin
backbone were probed previously by NMR
relaxation techniques, yielding a set of S7s order
parameters as derived from a Lipari-Szabo
analysis (7, 36). Figure 3C compares order
parameters SZros from the ensemble presented
in Fig. 1A with S7g order parameters. For most
residues, additional mobility is seen, thus quan-
tifying the supra-t. motion in the EROS en-
semble, shown as color code in Fig. 1A. For
EROS, absolute order parameters were derived
from the RDC-refined ensemble and corrected
for limited ensemble size and libration effects.
For SCRM analysis, the absolute scale was
determined relative to S2g order parameters,
with S7g as an upper bound for S3cgry, Within
the error bars [see supporting online material
(SOM) text S1, section 1.2, and SOM text S4
for details]. Although the RDCs do not provide
the absolute amplitude of the dynamics, the
overall scale of the independently determined
SEros and S2crm is nearly identical.

Solution fluctuations allow for interface
contact formation. As noted above, the supra-
T, motion accesses all the conformations that
are observed in complex structures. To ratio-
nalize this unexpected result, we overlaid all
interface-contacts (gray spheres) of the differ-
ent binding partners found in the x-ray struc-
tures with a single structure of ubiquitin whose
coloring represents the solution dynamics as
given by SI%ROS(NH) (Fig. 4A). Notably, helix
al, for which no contacts are observed, shows
only little motion in solution (blue), whereas
high flexibility (orange-red) is observed in re-
gions that form many different protein-protein
interfaces. A quantitative analysis of the num-
ber of interface contacts per residue (Fig. 4C)
shows an unexpectedly high similarity to the
conceptually unrelated order parameters
SZros(NH), which corroborates this initial
observation.

Two prominent exceptions from the observed
high flexibility in the binding regions are residues
lle* and His®® [144 and H68 (37)] (two of the
three “x” symbols in Fig. 4C). Both are known
from mutation studies to be central hotspot (38)
residues of a binding motif (Fig. 4B) that is in-
volved in recognition of many different binding
partners (26, 39). Recently, the first crystal struc-
ture with a new recognition motif centered at hot-
spot D58 (one of the three “x” symbols in Fig. 4C)
has been found (40). Our results show that, in so-
lution, this residue is as rigid as 144/F45 and H6S.

At first sight, the observed fluctuations appear
incompatible with the proposed conformational
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selection scenario. In particular, it seems combi-
natorially highly unlikely to find all involved
residues simultaneously in the proper configura-
tion required for binding, thus imposing a high
entropic barrier. Only concerted fluctuations, im-
plying reduced entropic cost, would explain the
observed high physiological on-rates and affin-
ities (39).

Collective molecular recognition dynamics.
To check whether such concerted fluctuations
are actually observed in the ubiquitin ensem-
ble, we have carried out a principal component
analysis (PCA). The conformational changes
observed in x-ray structures are well described
within the first five principal components.
Although the number of degrees of freedom is
reduced from 1839 to only 5, all x-ray structures
can be described up to a backbone RMSD of
0.45 £ 0.04 A. From linear combinations of
these five principal components, we found a sin-
gle collective mode that corresponds to a pincer-

like motion of predominantly those residues that
are frequently involved in interfaces and accounts
for 25% (RMSD) of all backbone fluctuations in
the solution ensemble (Fig. 5B).

Whether this mode indeed describes the
molecular recognition dynamics can be tested
stringently by predicting the bound ubiquitin
conformations with the use of information only
from the binding partner. To this end, we
systematically varied the ubiquitin structure
along this mode for each of altogether 41
interfaces, until the highest number of con-
tacting interface atoms (i.e., atoms within 3 to
8 A of the binding partner) was reached. A
correlation of 0.94 between the projection of
the thus predicted and the actual x-ray struc-
ture was found for the pincer-like mode (Fig.
5A). Analogously, correlations of 0.90 and
0.84 were obtained for the linearly combined
first three principal components and for the
third principal component, respectively. These
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Fig. 4. Solution dynamics correlate with molecular recognition sites. (A and B) The apo structure of
ubiquitin (1UBI) is colored by backbone flexibility in solution as given by Sros. (A) Positions of
contacting atoms of complexing proteins (<5 A distance) are shown as gray spheres. (B) View
toward the surface at the most prominent recognition site around residues 144/H68. H68 (sticks)
lies within a rigid crevice that connects via F45 to the other known recognition site centered at
D58. The walls of this crevice are formed by regions with high flexibility. Around H68, rigidity is
provided by packing of core residues L67 and L69 (not shown) against the central helix; at D58,
packing of L55 and a long-range hydrogen bond from Y59 to E51 provide stability. (C) Number (nr)
of ubiquitin-binding protein contacts per residue (blue line) and the flexibility in solution for the
sub-t. time regime (green line) and the supra-t. time range, as extracted from the EROS ensemble
(red line). A marked correlation between contacts and solution fluctuations is observed, particularly
for the EROS ensemble. Exceptions from the observed correlation are found for known molecular
recognition hotspots (marked with “x” symbols: 144/H68, D58), which may act as rigid anchors,
allowing flexibility for neighboring residues. Lysines responsible for polyubiquitination are marked
with circles (K48, K63).

consistently high correlations for collective
modes indicate that the interface adaptation
dynamics of ubiquitin are indeed well described
within a few collective degrees of freedom
that dominate the solution ensemble. More-
over, this analysis indicates that the ability
to optimize contacts with binding partners via
backbone interface adaptation is important
for ubiquitin to reach sufficient affinity with
many different binding partners. As illus-
trated in Fig. 5B, for the ubiquitin interfaces
with hepatocyte growth factor-regulated tyro-
sine kinase substrate (HRS) and the zinc
finger ubiquitin-binding domain of isopepti-
dase T [Protein Data Bank (PDB) accession
codes 2D3G and 2G45], the collective solu-
tion mode allows molecular recognition by en-
abling ubiquitin to adapt to different protein
interfaces.

The slow supra-t, time scale of ubiquitin’s
interface adaptation dynamics is corroborated
by the observation that collective solution
modes obtained from the first five principal
components of nanosecond ensembles 1xqq
and 2nr2 (10, 11) were less adept in describing
the interface adaptation. For these modes, the
correlation between predicted and crystallized
position dropped from 0.94 to 0.68 and to 0.55,
respectively. The supra-t. time scale has previ-
ously been speculated to be important in the con-
text of signal propagation of the immunoglobulin-
binding domain of protein G (20) as well as for
aggregation dynamics (47).

Summary. Taken together, we have deter-
mined a solution ensemble of a globular pro-
tein from experimental data that comprises all
solution dynamics up to the microsecond time
scale at atomic resolution. A large part of this
solution dynamics is concentrated in a collec-
tive pincer-like motional mode that strongly
contributes to the interface adaptation dynam-
ics during molecular recognition events. All
available crystallographic structures of ubig-
uitin complexed to different binding proteins
were shown to be accessible in solution. Con-
formational selection, rather than induced fit, is
thus the main contributor to the observed inter-
face adaptations. The observed conformational
selection dynamics lower entropic barriers,
thereby explaining physiologically observed
high affinity and fast on-rates which otherwise
would need to be explained by induced-fit
motions.

These findings suggest how ubiquitin rec-
ognizes many different partner proteins with a
high degree of specificity and sufficient affin-
ity. In order to reach sufficient affinity, a certain
degree of structural plasticity is required that is
thermally accessible in solution. In order to
maintain high specificity despite the inherent
flexibility, the binding interfaces are centered
around the rigid hotspot (38) residues H68/144
and D58. The rigidity of these mutational
hotspots (26, 39, 40) might prevent promiscu-
ous binding, because only precisely aligned
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Fig. 5. Equilibrium supra-t. dynamics are dominated by conformational selection dynamics. A
large amplitude collective solution mode entails a pincer-like motion of loop f1-B2 and loop a1-B3
including the C-terminal tip of helix al. For each of altogether 41 binding partners, this collective
solution mode was systematically varied to find a predicted position that maximized contacts. (A)
The position on the mode of the thus predicted selected structures is plotted on the y axis, whereas
the projected position onto this mode for the actual crystal structures is plotted on the x axis. (B) In
order to illustrate the conformational selection along the collective solution mode, two of the
selected snapshots (dark blue and red) are shown together with relevant parts of their respective
binding partners: the zinc finger ubiquitin-binding domain of isopeptidase T (2G45, yellow) and
HRS (2D3G, cyan). Contacts affected by the motion along the collective mode are shown as
spheres. The crystal structure of 1UBI is shown at relevant regions as a gray cartoon. The full

protein is shown as a semitransparent surface.

partner interfaces benefit from the high hotspot
energy contribution. Structurally, the observed
rigidity is maintained for H68 by packing with
its neighbors L67 and L69 tightly into the
protein core, whose rigidity is reinforced by
helix 1. Similarly, 144 is anchored via F45 and
decoupled from the adjacent flexible loop via
an alanine-glycine linker (A46/G47). At D58,
packing of L55 and a long-range hydrogen
bond from Y59 to E51 provide stability.
Because the solution dynamics are dominated
by the collective pincer-like interface adapta-
tion, it seems that only functionally essential
flexibility is present. Apparently, ubiquitin has
evolved to be as rigid as possible while re-
maining as flexible as necessary to engage in
different interfaces.

Our finding that conformational selection is
responsible for protein-protein binding of ubiq-
uitin is in line with recent findings of con-
formational selection occurring for antibodies
and enzymes (42—44). For the latter, relaxation
dispersion experiments that are sensitive to
microsecond-to-millisecond time scales (i.e.,
1000 times slower than the processes we de-
scribed here) show conformational selection for
all steps in enzymatic reactions of dihydrofo-
late reductase (9). It should be noted that our

www.sciencemag.org SCIENCE VOL 320

findings differ from the stepwise model pro-
posed for the binding of unfolded proteins to
folded ones (45) and thus open up a whole range
of possible molecular recognition mechanisms.
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1. METHODS

1.1. EROS. Three different types of starting structures for EROS refinement were used
in this work, resulting in ensembles termed EROS, EROS2, EROS3 and EROS4. For
the ensemble denoted EROS and EROS4, ubiquitin structures were subjected to ensemble
treatment from scratch. To this aim, starting from random coordinates, the CONCOORD
program[1] was used to generate pairs of ubiquitin structures that together fulfil measured
NOE data[2]. The resulting structures are based on a minimal geometrical model of bond

lengths and angles and van der Waals radii, together with sum-averaged NOE-based dis-

. . —6 __ 1 2 -6 . .
tance bounds. Sum averaging was applied as r,;” = 5 3 =1 T, » corresponding to time

scales beyond the supra-7, time scale. 500 of such structure pairs were generated. Of these
1000 structures, the 400 best matching the RDC data (in sub-ensembles of 2 structures)
were used for further refinement (see below). After refinement, the same selection was
repeated once more to select the best 400 sub-ensembles of 2 structures (allowing dupli-
cation). Each structure that was selected at least once by the second filter step was added
to the final ensemble. Cross-validation showed that R¢.. did not decrease with further re-
finement/selection cycles. In all selection rounds, only the non-NC couplings were used
as working set, allowing cross-validation using NC couplings. From the final ensemble of
132 structures, 16 were removed due to chirality violations, leaving 116 conformers.

To assess the influence of the choice of starting structures, refinement was also car-
ried out with all refinements started from one single configuration, the first entry in the
high-resolution NMR ensemble 1d3z. This resulted in the EROS2 ensemble. Similarly,
for EROS3, 400 initial structures were generated using CONCOORD that fulfil the NOE
restraints in each single configuration.

To assess the impact of NOEs on the refinement, the EROS4 ensemble was started from
the same structural pool as EROS with the difference that during refinement against RDC
data no NOE restraints were applied.

Refinement was carried out using the GROMACS simulation package[3, 4]. Ensemble
refinement was carried out by simultaneously applying NOE and RDC restraints on sub-
ensembles of eight structures, as cross-validation indicated eight as the optimal ensemble
size. All refinement simulations were carried out using simulated annealing in explicit

solvent and periodic boundary conditions. The initial temperature was set to 350K and



slowly cooled to OK during 100 ps, after which the temperature was raised to 310K during
10 ps. This annealing protocol was chosen as cross-validation indicated that it yields fa-
vorable results. Particle Mesh Ewald (PME) was used to describe long-range electrostatic
interactions[5, 6]. Unless indicated otherwise, the OPLS/AA-L all-atom force-field[7] and
the SPC water model[8] were applied. For the EROS and EROS3 ensembles, 3000 water
molecules were used, for the EROS2 ensemble 4107. All simulations were run at constant
volume. In addition to the OPLS/AA-L force field, EROS3 ensembles were also refined
using the charmm-27[9], the amber03[10, 11], and the gromos96-53a6 force fields[12].
For the simulations carried out in the charmm-27 and amber(03 force fields, TIP3P[13]
was used as water model instead of SPC. Lincs[14] was used to constrain bond-lengths,
allowing a time step of 2 fs. For bonds involving RDCs, bond lengths were chosen as d(H-
N)=1.04 A; d(CA-HA)=1.12 A; d(N-C)=1.33 A; d(CA-C)=1.53 A[15]. Other bond lengths
were taken from the respective force fields. Force constants of 1000kJ/ (mol nm2) and
0.25kJ/ (mol HZQ) were chosen for NOEs and RDCs, respectively. For each RDC experi-
ment one alignment tensor was determined from eight structures for every time step during
refinement, after superimposing the backbone atoms of residues 1-70 onto each other.
Sum averaging ﬁ = é Zle r];l?j during EROS refinement ensured that the NOE
restraints are solely imposed on structure ensembles rather than individual structures, al-
lowing individual structures to violate the NOE distance bounds. It is well established that
r~6 averaging allows for substantial flexibility for individual atom pairs involved in NOEs,
even in ensembles of only two structures[16, 17]. Such large flexibility, up to local partial
unfolding, was indeed observed in the NOE-based ensemble consisting of 2-membered
NOE-sub-ensembles that was used as starting point for EROS refinement. It was found
that the flexibility of the RDC-refined ensemble (with a mean ensemble backbone RMSD
of 1.22 A, and a maximum of 2.53 A) is considerably lower than that of the NOE-based en-
semble that served as starting ensemble for RDC refinement (mean RMSD: 1.83 A; max.:
4.85 A). Hence, the structures and flexibility in the refined ensemble are to a large extent
determined by the RDCs. This notion is further corroborated by the fact that the sum of
NOE violations (summed over all 2727 NOE’s in the 1d3z dataset) is as low as 0.66 nm in
the EROS4 ensemble, in which no NOE restraints were applied (compared to 0.11 nm in

the EROS ensemble, in which NOE restraints were included).



Order parameters Szgog Of the EROS ensembles were computed after superimposing
the backbone atoms of residues 1-70 onto each other. Expressing the orientation of the NH
vectors of the superimposed structures in spherical coordinates (6, ) the order parameters
were obtained as

2
4

S? 3 (Yanr (0,0)) (Yoor (0,9))
M=—2

where the Y3, denote the normalized second-order spherical harmonic functions Yaq (6, ¢)
\/W (3 cos? 6 — 1), Yoi1 (0, ¢) = F+/15/ (8m)eT™ cosOsin 6, and Yoio (6, @) =
V/15/ (327)e*2¢ sin? 0.

As a hybrid protocol between the model-free SCRM method (see below) and EROS
refinement, we developed a minimal geometrical model. Structurally, it contains solely
bond length and weak bond angle terms, together with a minimal set of van der Waals
radii (chosen as 0.13, 0.14, 0.16, 0.16 and 0.05 nm for O, N, C, S, and H, respectively).
Compared to the molecular mechanics force fields used in EROS, therefore, torsion angles,
dispersion interactions, electrostatic interactions, and solvent interactions are neglected.
In addition, this ’geometry filter’ shares the method to determine the alignment tensor
with the SCRM approach: the NH vectors of the protonated 1UBQ X-ray structure were
rotated iteratively to optimally match the NH RDCs. The according alignment tensor was

subsequently used in ensemble refinement.

1.2. Self-Consistent RDC-based Model-free (SCRM). Order parameters derived from
the EROS ensemble method were compared to RDC-based order parameters independently
derived by the Self-Consistent RDC-based Model-free (SCRM) method. The SCRM ap-
proach allows determination of internal protein dynamics from RDCs largely without struc-
tural noise and determines the dynamic average orientation of the inter-nuclear vectors in
the protein structure. Removing structural noise from the model-free analysis therefore
further increases the accuracy of this analysis and allows more accurate statements about
the supra-7. motion, i.e. motion beyond the correlation time to be made. The approach
relies on the previously introduced model-free approach[18, 19]. Based on a set of dipolar
couplings and a static input structure, alignment tensors and dynamically averaged spheri-
cal harmonics describing the average orientation of each NH vector as well as its dynamics

were derived. The key of the self-consistent analysis is to take output average orientations
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as input of the next tensor calculation and repeat until convergence is reached. The iteration
is stopped when the order parameters between subsequent cycles agree within 0.01.

The SCRM method yields a relative estimate of RDC-based order parameters, e.g., of
NH bond vectors. As the absolute scale of the SCRM order parameters is unknown, they
are usually scaled with respect to Lipari-Szabo (LS) relaxation order parameters[19, 20].
This approach rests on the assumption that at least a few residues will show little additional
dynamics beyond the overall tumbling time scale, and hence yields a conservative estimate
of the overall level of supra-7. motion. The optimal relative scaling is non-trivial, and we
have therefore developed two independent methods to obtain a scaling estimate.

Scaling method S1 is based on hypothesis tests. In a first step, S1 was applied to test
the hypothesis that the LS order parameters and SCRM order parameters (at any scaling)
stem from the same distribution (zero supra-7, motion hypothesis). This was achieved
by generating multiple sets of synthetic order parameters, Gaussian-distributed around the
measured SCRM order parameters with a standard deviation given by the respective un-
certainties. The zero supra-7, motion hypothesis was rejected with a confidence of more
than 99.999%, indicating significant supra-7, motion. To obtain a scaling estimate, in a
second step, the method successively removes residues that display the most significant
supra-7. motion until the zero supra-7. motion hypothesis cannot anymore be rejected for
the remaining residues at a confidence level above 95%. The corresponding scale that opti-
mally scales the remaining SCRM order parameters to the respective LS order parameters
is the suggested scaling factor. This method is similar in spirit to the step-fitting algorithm
recently proposed for microtubule growth[21].

Uncertainties in order parameters were estimated via error propagation both from the
experimental error on the RDCs (0.3 Hz), and from the post-SCRM[22] RDC rmsd (0.52 Hz),
yielding scaling factors S3,..,; of 0.88 and 0.91, respectively, which were applied to the
SCRM curves shown in Fig. 3.

An alternative scaling method S2 was developed to allow the comparison with the scal-
ing derived by the S1 method. Scaling method S2 is based on the notion that the true RDC-
based order parameters must be strictly smaller than corresponding LS order parameters,
due to the longer time scales probed by RDCs. As the SCRM order parameters are deter-

mined with a certain experimental uncertainty, the scaling of the SCRM order parameters



X-ray heated X-ray | Lipari Szabo SCRM EROS

X-ray X
heated X-ray 0.71 X
Lipari Szabo 0.46 0.40 X
SCRM 0.65 0.50 0.41 X
EROS 0.76 0.73 0.73 0.74 X
geometry filter | 0.7 (0.74) | 0.52 (0.56) | 0.56 (0.61) | 0.82(0.86) | 0.84 (0.87)

TABLE S1. correlation of S? (NH) order parameter. The correlation co-
efficients for the row geometry filter reflect the mean over 50 geometry
filter ensembles; the mean of the best correlating 10% is given in brack-
ets.

to strictly obey this condition for all residues (with the highest one equal to LS) would un-
derestimate the scaling factor. In order to alleviate this bias, the amount of underestimation
thus produced is estimated from a set of synthetic order parameters, Gaussian-distributed
around the measured SCRM order parameters, with a standard deviation corresponding to
the respective uncertainty. These synthetic data are scaled such that they are strictly be-
low the LS order parameters, with the highest one equal to the corresponding LS value.
The distribution of these synthetic scaling factors then allows the estimation of confidence
intervals of the originally measured set of SCRM order parameters. Scaling factors de-
rived from 95% confidence intervals (i.e., 95% of the scaling factors are smaller than the
suggested scale) were used to derive the best estimate for the scaling factors. The 95% con-
fidence interval scaling factors corresponding to 0.30 Hz and 0.52 Hz RDC uncertainties

are 0.89 and 0.93, respectively, showing agreement to the estimates from method S1[22].

2. COMPARISON OF SCRM AND EROS ORDER PARAMETERS

As presented in the main text, the order parameters obtained from the RDC data with our
model-free approach Sacgy; agree with Szgog within error. This agreement is remarkable
considering the many differences between the two approaches. It shows that the dynam-
ics observed in the EROS ensemble is strongly determined by the experimental residual
dipolar coupling data (cf. Table S1).

The agreement between S2-py and Siros is observed despite potential force-field bias
or sampling problems in the EROS protocol, or due to inclusion of solutions in the model-
free approach that are geometrically unfeasible. To evaluate the effect of some of the poten-

tial assumptions, we hybridized the two approaches by coupling the alignment procedure
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of the model-free approach with a minimal geometrical structural model of ubiquitin that
only restricts bond lengths and avoids clashes of atoms (see sec. S1.1). Both, the EROS
and model-free results agree well with order parameters obtained by this hybrid approach
(r=0.84 and 0.82 respectively). Furthermore, the particular choice of molecular mechan-
ics force-fields affects the obtained EROS order parameters only slightly, as shown by an
average mutual correlation of r=0.88 between EROS solutions obtained with four different
state of the art force-fields (see also Section S6.2). This indicates that the agreement be-
tween EROS and SCRM order parameters is robust independently of how the results are

obtained.

3. CROSS-VALIDATION

The EROS ensemble was cross-validated by systematically leaving out data from the
refinement. All RDCs between backbone amide N and carbonyl C, as well as all scalar
couplings were used for this purpose.

R-values,

N 1/2
RX = (221 (Xk,calc - )(k,exp)2 / (2 Z Xl%,exp)) )
k

for data class X (e.g., an experiment) with ny data points and Pearson correlation coeffi-
cients Rx were computed individually for every data-class and subsequently averaged. For
RDCs, a data-class comprises all couplings between the same type of nuclei determined
in the same alignment medium. For scalar couplings the data classes are HNHA, HNCO,
HNCB, COHA, COCO, and COCB for the backbone (-dihedral and the two N- C.,, C’-
C, for the side chain x-dihedral, respectively[2]. R-values were averaged as

—1/2

N N 1/2
7 7

where N denotes the number of data-classes. Correlation coefficients were arithmetically
averaged. All R-values represented are Ry, if not otherwise stated. RDC cross-validation
was carried out via amide NC” RDCs obtained in 6 alignment media. The alignment tensor
used to compute the NC’-RDCs has been fitted via all non-NC” RDCs.

The ensemble averaged “free” RDC R-factor is 18.5%. This is substantially lower than
the values obtained for a single X-ray structure (25 4+ 4%), the NMR ensemble 1d3z (24%)

or for the previously published ensembles aimed at describing nanosecond dynamics 1xqq
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(27.9%) and 2n12 (24.1%). The value obtained for the ensemble of X-ray structures is
18.3%. This finding shows that conformational heterogeneity as found in the EROS en-
semble or in the ensemble of 46 X-ray structures considerably improves the description
of the experimental data with respect to individual structures (the lowest value observed
for any of the individual X-ray conformers was 20.4%). Moreover, the conformational
heterogeneity found in the nanosecond ensembles (1xqq and 2nr2) does not improve the
description of the RDC data over a single X-ray structure. Scalar couplings in the back-
bone and in the side-chain, as well as scalar couplings across hydrogen bonds are described
well by the EROS ensemble. The Ry, value of 18.5% for the EROS ensemble indicates
that potential model bias and over-fitting issues are acceptable. Moreover, it indicates that

alignment media have minimal influence on the structure and ensemble of ubiquitin.



(a):

’ Ensemble ‘ Rree (3hJNc';> ‘ Riree (3J¢) ‘ Riree (3JX1> ‘ Rree (RDC) ‘

EROS 0.19 0.20 0.10 0.185
EROS2 0.19 0.20 0.10 0.188
EROS4 0.19 0.21 0.10 0.190
X-ray46 0.2535 0.15 0.10 0.1823°

1xqq 0.21 0.27 0.09 0.279°8
1d3z 0.25°2 0.171 0.14 0.2421
2nr2 0.18 0.25 0.10 0.24158
Lubi 0.353 0.18 0.19 0.243
EROS_avg? 0.29 0.23 0.17 0.27

(b):

Ensemble \ r (3" JInc;) \ r(3J,) \ r(3Jy,) \
EROS 0.81 0.94 0.97
EROS2 0.81 0.93 0.97
EROS4 0.81 0.93 0.97
X-ray46 0.853 0.94 0.98

1xqq 0.77 0.88 0.98
1d3z 0.69 0.931 0.95
2nr2 0.85 0.88 0.97
lubi 0.723 0.92 0.88
EROS_avg?* 0.78 0.94 0.90

TABLE S2. Cross-validation of ubiquitin structures via scalar couplings.
(a) RDC R-factors and (b) pearson correlation coefficients. 'some of
the data was used during the refinement[2]. 20ne outlier was removed.
3Protons were placed with molecular modelling package whatIF[23].
4Average structure computed from EROS ensemble. °For bonds in-
volving RDCs bond lengths were set to the same lengths chosen for
EROSJ[15] using the Lincs algorithm[14]. GRfree of ensembles 1xqq
and 2nr2 as originally deposited, i.e., without bond length correction,
is 0.296 and 0.262, respectively. For 1d3z the value differs from the
16%/+/2 = 11% reported in Ref. [2]. The reason for this discrepancy
is that here the evaluation is carried out over NC* couplings measured
in 6 different alignment media, whereas the reported value stems from
evaluation against the RDC data (NC’, NH, HC’) measured in 2 align-
ment media which was also used to refine the structure. Hence, the much
lower reported value of 11% reflects that it is not a free R-value and the
different choice of couplings (NC’ only vs. NC’, NH, HC’, C-H,,...).
Here, for reasons of consistency we evaluated R for 1d3z on the same
RDC data as used for all other ensembles. However, two of the six NC’-
RDC data sets used here for cross-validation have already been used in
Ref. [2] for the refinement of the ensemble 1d3z. The Ry taken for the
remaining 4 NC’-RDC data sets that were not used to refine 1d3z is 29%
and thus comparable to that of 1xqq. Rgee computed in an analogous
manner on 4 sets of HC’-RDC data is 23% for ensemble 1d3z (using all
nonHC’ RDC to fit the alignment tensor). The consistently higher R-
factors and lower correlation coefficients indicate a significant dynamic
averaging effect. 9



EROS EROS2
T 2 i i
5 *‘ ".'-":. & l.:':':.‘:"
g ‘ -l
£ 0 . ."....
Q r=0.98 . o r=0.98 - A18
Q-2 Py R} 0.=18.55% o R ..=18.74%
e g . - AL7
4 Al4
X-ray 1xqq - Al6
’I';‘\ 2 . s - A19
~ .o A}&":‘ S AT A A20
o Ky < T -2 AR
E 0 & .',‘:‘. o°
3 by )
Q b r=0.98 5 r=0.94
Q-2 3 R, =18.15% Y R =29.56%
g free . free
-4

-4 -2 0 2 -4 -2 0 2
RDC exp. (Hz) RDC exp. (Hz)

FIGURE S1. Back-calculated amide N- carbonyl C residual dipolar cou-

plings. The colors correspond to different alignment media (cf. legend)
3.1. Scalar couplings. Scalar couplings 3J were not used in the ensemble refinement and
thus are a possible candidate to further cross-validate the structural ensemble. Scalar cou-
plings were computed using the GROMACS Software suite[4] using the parametrization
of the respective Karplus curves given in 1d3z[2] for the backbone phi-dihedral and with
the parametrization given in Ref. [24] (supporting information therein Table 3, Set 2) for
the side-chain dihedral angles. As shown in Table S2 and Figure S2, the experimental
data[24] is well reproduced by EROS ensembles. The scalar couplings were computed for
each conformer and subsequently averaged. A pronounced effect of dynamical averaging
on the scalar couplings can be seen for the side-chain dihedrals by considering the scalar
couplings computed for the average structure of EROS (EROS_avg) or a single X-ray
structure. This dynamical averaging effect is, expectedly so, much smaller for backbone

dihedrals.

3.2. Scalar couplings across hydrogen bonds. Scalar couplings across hydrogen bonds

3h Juc are time averages on time-scales similar to the ones probed by RDCs[25]. Because
10
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of their strong dependence on H-bond geometries, they are used to cross-validate structural
data[26, 17]. We have computed 3h Juc for several structural ensembles using equation (6)
in Ref. [27] which has been parametrized against results obtained with density functional
theory. Predicted 3" Jyc are plotted against experimental values[28] in Fig. S2; corre-
sponding correlation coefficients and Ryee, see Table S2. All ensembles show reasonable
agreement, in line with previous findings[29]. As for the side-chain dihedrals x a strong

effect of dynamical averaging is observed.

4. COMPARISON OF RDC-DERIVED ORDER PARAMETERS WITH NMR RELAXATION

DATA

As explained in Section 1.2, relative, but not absolute order parameters of internuclear
vectors can be derived from RDCs. For SCRM, therefore, RDC-based NH order param-
eters are shown relative to Lipari-Szabo relaxation order parameters. For EROS, absolute
order parameters were derived from the RDC-refined ensemble. As the absolute dynamics
is not provided by the RDCs, the overall amplitude of order parameters derived from an
EROS ensemble is determined by the force field and the simulation protocol and subject
to a certain uncertainty, which we estimate below. In particular, the ensemble size and the
molecular mechanics force field applied will therefore determine the overall amplitude of
the order parameters, whereas the relative distribution is largely determined by the RDCs
(see also Section 6). We therefore investigated the role of the ensemble size and molecular
mechanics force field applied in EROS on the obtained order parameters. To this end, a
systematic study using a synthetic test case was carried out with ensemble sizes of 2,4, and
8 (Fig. S3). This analysis reveals that the used limited ensemble size of eight leads to an
overestimation of order parameters by approximately 3%. In addition, it has been found
that fast librations of NH bonds reduce the value of the RDC, which can be accounted for
by using an effective NH bond length correction from 1.02 to 1.04 A [15] and translates
into an order parameter contribution of approx. 12%. Molecular dynamics simulations of
lysozyme with fixed bond length suggest a uniform libration contribution of approx. 8% in
the order parameters[30], which implies that this libration effect is partially, but not fully
accounted for by molecular mechanics force-fields. We therefore assume that the libration

contribution is underestimated in the EROS ensemble by approx. 4%. Based on this 4%
12
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der parameter. The reference shows S? (NH) obtained from a 168ns

molecular dynamics simulation in explicit solvent. EROS was carried

with ensemble sizes 2, 4 and 8 respectively. For the refinement we

used 36 sets of synthetic RDCs generated from the molecular dynam-

ics ensemble, analogous to the experimental data. The alignment tensors

were obtained by fitting the trajectory against experimental data sets 1-

36, couplings missing in these sets were also left out from the synthetic

data set. Not shown are Sgg g of residues where less than 5 couplings

were present in the synthetic data set. Apparently, ensemble sizes 2 and

4 underestimate the dynamics in the reference ensemble substantially. A

small dampening of the dynamics of about 3% is observable for ensem-

ble size 8.
and the above effect of limited ensemble size (3%), we thus expect that our EROS de-
rived NH order parameters are too large by approx. 7%. To allow comparison with the
Lipari-Szabo relaxation order parameters shown in Fig. 3 of the main text, the EROS order
parameters were therefore scaled by 0.93. To properly reflect that this librational correction
is necessarily an estimate, the resulting uncertainty in the scaling of the order parameters
is depicted as a grey shaded region of £4% in Fig. 3 of the main text. Note that this cor-

rection to the order parameters corresponds to a slight enhancement of the flexibility in the

ensemble, leaving the conclusions about the recognition dynamics of ubiquitin unaffected.

5. ANALYSIS OF X-RAY BINDING INTERFACES

Binding interfaces were analyzed for the complexes listed in Table S3. As contacting
residues we selected all residues of a binding partner (Tab. S3, column 2) with at least
one atom in less than 5 A distance of any atom of the bound ubiquitin structure (Tab. S3,
column 1). These contacting residues are shown in Figure 4a as gray spheres together

with the unbound protein structure (PDB code 1UBI). Note that although some of the
13



contacting residues are slightly more than 5 A away from the shown structure, they are
nevertheless within 5 A of the respective bound structure. Biologically irrelevant crystal
packing contacts were ignored. Redundancies of binding interfaces, e.g., 2C7M chain
A and 2C7N chain C, were removed. However, the redundancy only slightly affects the
results, as seen in Figure S4, which shows the number of contacts counting also redundant
interfaces.

The number of contacts plotted in Figure 4c was calculated by counting for every
residue all atoms from the selection described above (5 A from bound structure) that are
within 10 A of any atom of the respective residue in the unbound structure. This number
count is divided by the number of atoms in the residue. The overall shape of the curve is
robust against variations in the methodical details. In particular, omitting the normalization
by residue size, or changing the cut-off radius from 10 A to smaller (7 A) or larger values
(12 A) has no significant influence on the similarity with SZros-

We note that the number of contacts is affected by the chance that some binding motifs
might be undiscovered so far. Moreover, contacts and Sag g are very unlike observables
which have no directly observable common a-priori physical basis. This renders their
correlation even more notable, especially when considering that the number of 21 binding

interfaces analyzed here bears already considerable statistical relevance.

5.1. Analysis of interface adaptation from solution ensemble. PCA was carried out on
all (613) heavy atoms of residues 2-70 (and amide protons) after least squares fitting to
backbone heavy atoms of residues 2-70 of the X-ray conformer 1UBI. The third principal
component shows considerable similarity to the first principal component of the X-ray
ensemble, and yields a relatively high correlation of 0.84 for a binding interface analysis
analogously to Figure 5a (main text). Nevertheless, an improved collective mode was
obtained as that linear combination of the first five principal components that maximizes
the overlap with the X-ray ensemble.

To analyze the interface adaptation dynamics along the collective solution mode, n =
30 snapshots were generated at equal distances between the extremes obtained by project-
ing the EROS ensemble to the extracted mode. The snapshots were aligned in PYMOL
with the apo ubiquitin structure (1UBI) which was also used to align the interfaces (see

above). For each combination of snapshot and binding partner the number of contacts
14



PDB CODE | Ubiquitin | Binding Partner || # structures used Comments
for X-ray ensemble
INBF C B 2 crystal contacts (chain D,A) ignored
1AAR A B 2 polyubiquitin
1AAR B A -
1CMX B A 1 contacts to C ignored
1P3Q \'% R,Q 2 contacts to U ignored
1S1Q D C 2
1TBE A B 2 polyubiquitin
1TBE B A -
1UZX B A 1 ignored: redundant to 1S1Q
1XD3 B A 2 contacts to C ignored
1YD8 U H 2
2AYO B A 1
2C7TM B A 1 ignored: redundant to 2C7N_A
2CTN_A J C 5
2C7N_B H I 1
2D3G AB P 2 ignored: redundant to 2C7N_A
2FCQ A B 2
2FID A B 1 ignored: redundant to 2C7N_A
2FIF A B 3 ignored: redundant to 2C7TN_A
2G45 B A 2
1WR6 E A 4 ignored: redundant to 1YDS8
1WRD B A 1 ignored: redundant to 1YD8
10TR, IWRI1 - - ignored NMR structures
1YIW 3 ignored: unbound ubiquitin
| 1uBl | [ ! [
[ 1UBQ | [ ! [
[ 1/ | B A I 2 I

TABLE S3. PDB codes and Chain IDs of crystallographic data used for
contact analysis.

T with 3A < d < 8 A (with d the contact distance) was counted to yield a quasi-energy

E = —T'. For each binding partner the snapshot with the lowest quasi-energy was selected.

The x-values in Figure 5a were obtained by projecting the respective X-ray structures of

ubiquitin to the collective solution mode. The “predicted” value plotted on the y-axis was

obtained by interpolating between the minimal and maximal values found for the complex

structure, namely —1.71 nm and +1.13 nm, respectively. Then, according to the selected

snapshot 7, the y value was calculated as y = —1.71 4+ (¢ — 1) (1.13 4+ 1.71) /n, where 1,

is the running number of the snapshot that has the minimal “quasi” contact-energy for the

respective binding partner.

Summary of modes that were analyzed in this manner:
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FIGURE S4. This figure shows the same analysis as Figure 4c in the
main text but this time considering all (including redundant) ubiqui-
tin complexes. Ubiquitin-binding protein contacts per residue (blue) in
comparison to the flexibility in solution (red). Residues known to be cru-
cial for molecular recognition are marked with crosses (ILE44/HIS68,
ASP58). Lysines responsible for polyubiquitination are marked with cir-
cles (LYS48, LYS63).

mode3 of EROS: 0.84

linear combination of 5 PCA modes of EROS: 0.94
linear combination of 3 PCA modes of EROS: 0.9
linear combination of 5 PCA modes of EROS2: 0.85
linear combination of 5 PCA modes of 2nr2: 0.55

linear combination of 5 PCA modes of 1xqq: 0.64

6. VALIDATION OF EROS APPROACH

Cross-validation shows that the EROS ensembles agree favorably with the available ex-
perimental data. For further validation of our approach we tested the robustness of the
generalized order parameters SZos (NH) of the ensembles and main principal modes ob-
tained with principal component analysis (PCA), because these are the important observ-

ables on which our conclusions drawn in the main text rest. In particular, we systematically
16
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FIGURE S5. Structural comparison of ubiquitin ensembles EROS,
EROS2, EROS4, 1xqq, 2nr2, and X-ray. (a,c,e) Projection of ensem-
bles onto the principal modes that describe the interface-adaptation mo-
tion manifested in X-ray structures. (b,d,f) Direct check for systematic
structural differences on the order of the overall ensemble size by carry-
ing out PCA on pairs of ensembles that haven’t been already shown in
Fig. 2 of the main text. For each shown pair of ensembles (cf. legends)
the principal components were extracted from the respective ensemble
pairs. Note that this is different from panels (a,c,e), where the PCA was
carried out over the collection of X-ray conformers, explaining the same
appearance of projections of Xray structures in all three panels (a,c,e).

investigated the influence of 1) starting structure, 2) choice of force-fields, and 3) selection
of RDC-data (NH only, all non NC) on our results. In the following we consider only those
S? for which data are presented in Figure 3 of the main text. These are the residues for

which model-free results were available (cf. Methods).
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FIGURE S6. Influence of molecular dynamics force-field on NH order
parameters. Upper panel: comparison of ensembles that were refined
against NH RDC data sets B1-B11 and A1-A30 with different molec-
ular mechanics force-fields. (gray: amber03, charmm?27, g96_53a6;
pink: opls-aa). For comparison, the order parameters S]%ROS presented
in Fig. 3 of the main text (opls-aa, experiments A1-A36) are shown in
red. Lower panel: scatter plot of order parameters derived using the am-
ber03, charmm?27, and g96_53a6 force-fields compared to the opls-aa
force field.

6.1. Completeness of sampling and overall scaling. To systematically assess the effect
of possibly insufficient sampling in the molecular dynamics refinement step of our proto-
col, we started refinement from two drastically different situations. EROS refinement was
started from a broad pool of structures that were obtained by CONCOORD NOE refine-

ment from extended conformations without ever being individually refined against RDCs
18
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FIGURE S7. Influence of the choice of RDC data on NH order param-
eter S2. Upper panel: NH order parameters obtained from refinement
carried out against residual dipolar couplings of either solely amide NH
(denoted NH; gray curves) or all available couplings, but leaving N-
C RDC:s for cross-validation (denoted NCfree; pink/red curve). Either
alignment media A1-A36 were used (pink/red/gray), or alignment me-
dia B1-B11 und A1-A30 (gray). For comparison the order parameters
SZros presented in Fig. 3 of the main text (NCfree; A1-A36) are shown
in red. These differ from the pink curve in terms of starting structures
(see text). Lower panel: scatter plot of NH order parameters obtained
from NH-only refinement against datasets B1-B11/A1-A30 and A1-A36
compared to the NCfree refinement against datasets A1-A36.

or NOEs (cf. Section S1). Thus, this pool contained considerable structural diversity (cf.
Figure S9). In contrast, EROS2 refinement started from a single structure (cf. Section 1).

Despite these radically different starting conditions the resulting ensembles both occupy

the same region in the PCA projection shown in Fig. S9. Moreover, for both ensembles
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FIGURE S8. Influence of the choice of NOE data on NH order param-

eter S2. Upper panel: NH order parameters obtained from ensemble

refinement carried out against residual dipolar couplings in the pres-

ence of NOE data as addtional restraints (EROS) is compared to NH

order parameters obtained without NOE data in the ensemble refinement

(EROS4, cf. Methods). Lower panel: scatter plot of order parameters of

EROS and EROS4.
the PCA shows a complete coverage of all X-ray structures (cf. Figure S5b, S5e), even
the conservative EROS2 ensemble that originated from one single conformer. Finally, as
can be seen in Figure S5f, EROS2 and EROS overlap strongly in the PCA projection and
hence show no major systematic structural differences. Accordingly, both ensembles are
indistinguishable by cross-validation (cf. Section 3).

Figure S9 shows that the RDCs have a remarkably specific effect on the structural en-

sembles. Starting from ensembles taken from the broad initial pool (gray), EROS sampling
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FIGURE S9. PCA projection plot to illustrate the convergence process
of EROS ensemble refinement. The starting pool (gray) consists of struc-
tural pairs of ubiquitin that fulfill all NOE restraints (generated by CON-
COORD, see Methods). The final EROS ensembles are shown in red
and purple, respectively. The blue dots in (a) mark three structures that
have been manually removed from the EROS ensemble (see text).
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under the influence of the RDCs leads to a consistent drift towards the region at the right
side of Figure S9 (colored circles) which is also sampled by EROS2 (diamonds). The
same result is obtained for the EROS4 refinement that in contrast to the EROS refinement
does not apply any NOE restraints in addition to the RDCs. This finding shows that the
restraints obtained from the RDCs are sufficient to overcome sampling barriers in most in-
stances and, therefore, the ensemble is well defined up to the remaining small differences
in the overall amplitude between EROS/EROS4 and EROS2.

Three structures of the nascent EROS ensemble (Figure S9, blue circles) lie still sig-
nificantly outside the region that is sampled consistently by EROS, EROS2 and EROS4,
i.e., the region sampled independently of the starting conditions. Although the pool has
two densely populated regions, all but these three EROS structures are found only within
the region on the right side. It seems that a strong energetic barrier separates the two pool
regions. Nevertheless, the pull of the RDCs is sufficient to move all but three structures
into the region on the right side. Since the three outliers are found exactly at the edge of
the region on the left, we concluded that for these three structures frustrated sampling may
have occurred due to this barrier and, thus, a significant bias of the starting conditions may
remain. Accordingly, these three structures were removed from the final EROS ensemble.

That the EROS refinement is independent from the chosen starting conditions is also
supported by a comparison of order parameters S%; of EROS and EROS2. Indeed, the
correlation between the two sets of order parameters is high (r=0.9) confirming that both
ensembles describe the same NH dynamics. The slightly smaller spread of the EROS2
ensemble revealed by PCA is reflected in a 5% increased overall amplitude of the order
parameters. Note that the EROS2 ensemble suffers from limited sampling, as refinement
started from a single configuration. It therefore can be considered a minimal representation
of the dynamics required to fulfil the RDCs. Hence, despite that the overall amplitude of
the dynamics is not directly provided by the RDCs, as discussed in section 1.3, the fact that
the EROS2 ensemble shows a complete coverage of the X-ray conformers, confirms that
the conclusions about the molecular recognition dynamics of ubiquitin are independent of

the overall amplitude.
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6.2. Influence of molecular mechanics force-fields. EROS ensembles have been refined
against the RDCs using the state of the art all-atom force-field OPLS-AA. Here we ad-
dressed whether the dynamics as reflected by S? are sensitive to the applied force-field.
Refinement of EROS3 was carried out with the force-fields OPLS-AA/L, AMBERO3,
Charmm?27 and GROMOS96_53A6 (cf. Methods). As seen in Fig. S6, of EROS3 en-
sembles (pink and gray curves) yield order parameters similar to EROS (red curve). More-
over, correlation coefficients between order parameters derived from ensembles from the
different force fields are on average r=0.9, with a slightly lower correspondence to the
G96_53A6-EROS3 (r=0.83 to OPLSAA-EROS3). Hence the choice of the molecular dy-
namics force-field does not strongly affect the ensemble, supporting our previous conclu-

sion that the ensembles are strongly determined by the RDC data.

6.3. Selection of RDC data for refinement. Whether our results depend on the choice
of RDC data was tested by carrying out refinement with two different collections of data
sets. In total, there were 47 data sets available to us for ubiquitin. The 36 data sets used
throughout this work are denoted A1-A36. 11 of these data sets replace the oldest available
data sets denoted B1-B11 that were obtained with much less concentrated samples than the
newer sets. A control data set was constructed by selecting experiments A1-A30 and B1-
B11, i.e., it was lacking the most recently acquired data sets A31-A36.

As seen in Figure S7, the change to the more recent data set has no significant effect on
the Sggos- Moreover, Figure S7b shows that using only NH RDCs instead of all RDCs (ex-
cept N-C, cf. cross-validation) has no significant effect on the SZzos (NH). The ensemble
refined against all non-NC work RDCs (EROS/EROS?2) has a significant lower (NC) Ryee
value as compared to the case when only NH RDC’s are used in refinement. Accordingly,

this strategy was used for the ensemble presented in the main text.

7. EXPERIMENTAL DATA

7.1. Experimental data used for refinement of EROS ensembles. In this section we
summarize the used RDCs: In total 47 RDC data sets have been extracted from the litera-
ture or measured in our lab. 11 of these data sets were obtained with much less concentrated
samples than newer sets, and thus not used for our final refinement. The remaining 36 data
sets were labelled A1-A36 (see Table S4). Since the older data the was used for EROS

method validation (see Section 6), we list them here with labels B1-B11 (see Table S4).
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For some of the 36 alignment conditions also other residual dipolar couplings than the
amide NH were measured. A summary of these are given in Table S5 for backbone cou-
plings and in Table S8 for methyl sidechains. The individual non-NH backbone couplings
for A14, A15, A17 and A18 are given in Tables S6-S7. non-NH couplings for A19 and
A20 are published elsewhere[15]. The NH couplings that are newly measured are given
in the supporting information of Ref. [22]. Excluded from refinement were the 373 NC’
RDCs obtained in the 6 alignment media A14, A15, and A17-20. These NC* RDCs were
used for cross-validation.

Additionally, 2727 H-H NOE restraints from the data set 1d3z[2] were used.

7.2. HC’ and NC’ RDCs. Alignment media have been prepared as described in Ref. [22];
the nomenclature is the same as used in that manuscript. Couplings have been measured
using a pulse sequence similar to Ref. [35]. In addition, two further RDC data sets from

the literature have been used[15] (cf. Table S5).

7.3. Side-chain methyl group RDCs. Methyl group RDCs have been measured using
the method described in Ref. [36]. Nomenclature and sample preparation was the same
as described in Ref. [22]. The measured RDCs have been scaled to the CC axis along
the symmetry axis: RDC(CH3 (axial)) = 0.3155 * RDC(CH3)[37]. Additionally to the
side-chain methyl data measured here, we used methyl data corresponding to alignment

condition A20 as published here[37].
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Source | code [ NH |
SCRM 2008[22] Al | 60
SCRM 2008 A2 | 59
SCRM 2008 A3 | 56
SCRM 2008 Ad | 62
SCRM 2008 A5 | 48
SCRM 2008 A6 | 53
SCRM 2008 A7 | 62
SCRM 2008 A8 | 61
SCRM 2008 A9 | 56
SCRM 2008 Al10 | 61
SCRM 2008 All | 59
SCRM 2008 Al2 | 61
SCRM 2008 Al3 | 59
Lakomek et al. 2006[20] | A14 | 51
Lakomek et al. 2006 AlS5 | 48
Lakomek et al. 2006 Al6 | 53
Lakomek et al. 2006 Al7 | 47
Lakomek et al. 2006 Al8 | 44
Ottiger et al.[15] A19 | 63
Ottiger et al. A20 | 60
Tolman 2002[31] A2l | 44
Tolman 2002 A22 | 46
Tolman 2002 A23 | 46
Tolman 2002 A24 | 45
Tolman 2002 A25 | 47
Tolman 2002 A26 | 44
Tolman 2002 A27 | 48
Tolman 2002 A28 | 44
Tolman 2002 A29 | 54
Ruan & Tolman 2005[32] | A30 | 43
Ruan & Tolman 2005 A31 | 37
Ruan & Tolman 2005 A32 | 48
Ruan & Tolman 2005 A33 | 51
Ruan & Tolman 2005 A34 | 50
Ruan & Tolman 2005 A35 | 56
Ruan & Tolman 2005 A36 | 61

Source \ code \ NH ‘

Peti et al. 2002[33] B1 | 61
Peti et al. 2002 B2 | 58
Peti et al. 2002 B3 | 52
Peti et al. 2002 B4 | 57
Peti et al. 2002 B5 | 67
Lakomek et al. 2006[20] | B6 | 59
Lakomek et al. 2006 B7 | 59
Lakomek et al. 2006 B8 | 51
Lakomek et al. 2006 B9 | 63
Lakomek et al. 2006 B10 | 35
Sass et al. 2000[34] B11 | 56

TABLE S4. Experimental sources of NH RDCs used for EROS refine-
ment and SCRM. The second column lists the code assigned to each
experimental condition. The last column shows the number of couplings
obtained for the amide NH intereaction in the respective alignment

medium.
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Source | code [NC' [HC' | CoC’ | Colly | CaCp |

Ottiger et al.[15] Al19 | 61 61 58 62 39

Ottiger et al. A20 | 63 | 63 54 62

Lakomek et al. 2006[20] | A14 | 63 | 60

Lakomek et al. 2006 Al5 | 64 64

Lakomek et al. 2006 Al7 | 63 64

Lakomek et al. 2006 Al8 | 59 61

TABLE S5. Experimental sources of the non-NH backbone residual
dipolar couplings used for EROS refinement. The second column lists
the code assigned to each experimental conditions. The last five columns
show the numbers of couplings obtained for the respective types of het-
eronuclear coupling vectors.

27



NC' Al4 |A15 |Al7 |AlS8
El E3 E4 E5

1 -2,21 |-1,75 10,65 |0,06
2 331 [1,36 [-0,91 1|0,58
3 -2,05 |-1,33 (1,98 |-2,05
4 1,46 10,71 1,10 (0,29
5 -1,92 -0,88 (1,66 [-2,21
6 0,41 10,63 |-1,06 |0,34
7 2,27 1,30 |-0,75 |n

8 n n n n

9 1,59 10,88 0,33 [0,75
10 -1,98 |-1,53 0,55 [-0,81
11 2,27 1,27 }-0,41 |n

12 -1,10 }-0,65 1|0,03 0,75
13 n 0,55 10,86 |-1,23
14 -0,13 10,58 |-0,97 10,97
15 -2,79 -1,85 2,08 |-1,88
16 -0,45 0,49 0,89 [-0,10
17 -0,75 }-0,10 }-0,13 (1,43
18 n n n n

19 -2,92 -2,16 (1,82 |-1,95
20 -0,36 |n n 1,07
21 1,67 10,47 [-0,89 10,96
22 -0,03 0,23 1,17 [-1,69
23 n n n n

24 2,73 1,27 |-0,33 10,10
25 -2,86 [-1,85 (1,20 [-2,05
26 2,21 1,72 }-0,81 |0,91
27 n n 151 |n

28 1,85 10,49 0,86 (0,42
29 -1,01 0,16 1,12 |-1,92
30 -0,55 0,75 0,33 (1,10
31 1,95 10,71 (0,29 |-0,45
32 -2,27 |-1,72 10,81 |-1,49
33 0,91 1,36 |-0,03 |-0,26
34 -2,32 |-1,64 10,67 0,08
35 -1,44 0,31 |-0,31 |-1,25




Table S6: NC’ experimental residual dipolar
couplings for the alignment media A14, Al5,
Al17, and A18 that have been newly measured
for the presented analysis. The second row
contains the corresponding nomenclature for

the alignment media as used in Lakomek et al.

2006

NC [Al4 |A15 |Al17 |Al18
36|n n n n
37|n n n n
38 2,63 0,97 -1,10 1,01
39 -0,32 0,73 -0,75 1,56
40, 2,08 0,88 -0,03In
41 -2,47 -2,05 1,46 -1,17
42| 1,66/ 0,65 -0,33 0,29
43 -1,33 -1,36/ 0,33 0,39
44, 0,37, 0,57 -1,12 0,21
45/ -0,75/ -0,29 0,78n
46| 2,14/ 0,91 -1,04, 0,58
47 -1,77 -1,45 1,96 -1,77
48, 1,921 0,84 -1,07 1,07
49 -1,59 0,10, 0,68 -1,59
50 -0,94| -0,42 0,10 0,78
51 0,03 -0,49 -0,62| -0,29
52|n n n n
53 -2,19 -1,93 0,89 -0,44
54 2,82 1,23 -0,91] 0,62
55/ 0,26 1,56/ -0,88 1,14
56/ -0,13 -0,42 0,81 0,71
57/ 2,53 1,07, -0,97] 1,36
58 -0,29 0,34 -0,84| 1,20
59 2,01 0,81 0,44 -0,32
60| -1,07] -0,52| -0,33| -1,07
61, -0,06| -0,29] -0,42] 1,10
62 1,95 1,59 0,08n
63 0,62 0,62 -0,97| 0,36
64, -0,13 0,81 -0,68/ 1,75
65 -0,36| -0,33] 1,56/ 0,29
66| -0,55/ -0,81] -0,13| -0,39
67, 1,75 1,43 0,16| -0,16
68 0,52/ -0,26/ 0,03 -0,10
69 1,40, 1,46 -1,09] 1,36
70 2,16| 1,25 -0,46| 0,73
71 -1,56| -1,17 0,39 0,36




HC' |A14 |Al15 |Al7 |Al18

(2006)[E1 E3 E4 E5
1n n n n
2| 2,48, 2,731 0,48 -1,04
3 -4,41 -1,20, 2,57| -1,20
4 7,45 2,89 -2,48 6,01
5|n -0,72| 2,32n
6/ 5,21 0,48 -1,00f 4,57
7 1,04 -1,52 2,32 -2,00
8 -4,57| -0,96] 2,000 -2,00
9n n n n

10 -0,72] -0,96] 2,16 -2,32

11 0,80 1,120 0,96 -1,12

12| -4,17] -3,73 0,40 -0,96

13 0,88 -0,80] 1,68 -3,77

14 3,01 -1,000 -0,84 3,17

151 0,72 -0,96] 2,57 0,08

16 7,93 481 -2,32 4,89

17, 0,40, 0,40, 1,36 1,52

18 -0,96] -0,40, 0,88 -3,37

200 497 2,57 -3,21 577

21 2,00 0,56 -0,80 -3,29

220 297 1,76/ 0,12 1,04

23n -1,36| -0,88] 2,08

25 -5,61 -2,000 2,16 -1,12

26] 5,53 1,04 -0,32] 4,09

27 -2,89 -3,13] 1,44 -2,72

28] 2,24 152 -1,04 -0,64

29 -2,40, -0,56 2,20 0,16

300 2,48 -1,12 -0,16] 2,16

31 0,32 048 0,72 -3,53

32 -4,49 -1,52| 0,56 -0,96

33 4,65 1,92 0,000 3,53

34| -0,64 -2,65 1,44 -1,76

35 3,21 3,45 -1,44 0,96

36/ -1,36) 0,32] 1,20] 0,56




Table S7: HC’ experimental residual dipolar
couplings for alignment conditions Al4, A15,
Al17, and A18 that have been newly measured
for the presented analysis.

HC' |[A14 |A15 |A1l7 |A18
37n n N n
38|n n N n
39 -1,52/ 0,72/ 1,36/ 0,08
40n -2,61) 1,68 -1,28
41 1,76, 1,20, -1,84| 1,60
42| 5,77\ 4,25 -2,48n
43| -0,24/ 0,24 0,16| -1,84
44 2,08 1,04/ 0,88 -2,72
45 1,20, -1,76| 1,12| -1,68
46\n n N n
47, -2,16| -1,48 2,73 -1,68
48, -0,64/ -0,16, -2,40 3,37
49 -557 -3,41 2,61 -3,17
50 2,08 -1,60 0,48 0,16
51 -0,68 -0,76] 1,32 -1,32
52| -7,13 -1,68 2,00/ -1,68
53|n n N n
54 4,49 3,69 -2,57| 0,64
55 -4,17] -1,60, 1,52| -0,64
56| 1,84 -1,76/ 0,24/ 0,88
57| 4,57 3,37 -3,77| 3,45
58 -2,32] 0,08 1,52/ -0,88
59 0,80 -2,000 2,00/ -0,80
60, 0,32 1,52 -1,76] 2,08
61 4,41 3,29 -1,20| 2,48
62| 4,65 3,29 -2,08 0,16
63| -6,73] -2,48 -0,24| 0,96
64n n 1,44 1,68
65 2,89 1,36/ 0,08 -2,40
66| 6,01 2,52 -3,69 6,01
67, 4,49 2,16/ -0,64| 3,69
68 -1,68 -2,89] 1,20/ -0,72
69 2,40, 0,48 -1,36n
70, 0,24 -0,96] 1,60/ -4,57
71 -0,96| 0,24 -0,40] -0,96




methyl Spinl|Spin2] A1 | A2 | A | AA | A7 | AB | A9 | Al10 | Al2 | A13
AA |Res
MET, 1] SD| CE n n n n N n n n n n
ILEf 3] CG1l CD1i 0,61 0,80 2,46| -1,40( -1,10 -0,55 1,06/ -0,20 -0,98 -1,87
ILEf 3] CB| CG2 0,90 1,43 2,54 nl -1,13 -1,34) -4,24) -0,81 -1,76 -2,36
VAL 5 CB CGI1 n n n n N n n n n n
VAL 5 CB| CG2 -0,16| -0,15| -0,70] 1,49 0,65 -0,21] -2,01] -0,04, 0,14 0,95
THR| 7| CB CGZ2 -0,77| -0,86| -5,62| 1,35 0,90 1,06/ -0,18 0,09 0,84 1,89
LEU 8 CGl CD1 0,53 0,66 1,22 -1,01] -1,20 -0,67| -1,08 -0,73| -1,44| -1,95
LEU 8 CG CD2 n n n n N n n n n n
THR| 9 CB CG2 0,57 1,05 2,25 -2,36| -3,17 -1,28| -2,60 -1,79 -3,64| -3,94
THR| 12| CB| CG2 0,37 1,19/ 1,54/ 0,14| -1,09 -1,22| -4,59 -0,82 -1,84 -1,90
ILE] 13] CG1 CD1 -0,01 -0,05 1,42 -1,20| -0,55 -0,17| 1,24 -0,25| -0,64| -0,79
ILE] 13] CB CGZ2 -0,72| -0,95| -2,76/ 1,40 1,43 0,86 0,23 0,53 1,31 2,30
THR| 14| CB| CG2 0,42 1,29 1,14 -0,53| -2,21| -1,24| -4,99 -1,52| -2,96 -3,35
LEU] 15 CG CD1 n n n n n n n n n n
LEUl 15 CG| CD2 -0,13 -0,48 0,38 0,53/ 1,43 0,35 1,73 0,86 0,31 1,25
VAL 17, CB| CG1 n n n n n n n n n n
VAL 17 CB CG2 -1,13|-2,10| -1,55 1,20 2,52/ 1,23| 3,74 1,47 2,91 4,19
THR| 22| CB CG2 -0,19 -0,24| 0,11} 1,68 0,94 -0,52| -1,93 0,14/ 0,37 0,82
ILE| 23] CG1 CD1f 0,26/ 0,33 2,59 -1,16/ -1,39 -0,66/ 0,47 -0,37| -1,15 -1,54
ILEf] 23] CB CG2 0,31 1,00 -0,17| -0,05| -1,66| -1,08| -5,52| -1,45| -2,41 -2,32
VALl 26| CB| CG]| -0,93| -1,72| -0,84| 1,93 3,05 0,90, 2,87 1,22 2,81 4,24
VAL| 26/ CB CG2 n n n n n n n n n n
ALA 28 CA CB n n n n n n n n n n
ILEf| 30 CG1l CD1 0,11 -0,48| -2,55/ 0,48/ 1,75 1,05 3,13 1,27 2,14/ 1,93
ILEf] 30] CB CG2 0,04, 0,43 -1,45 0,38/ -1,51 -0,69| -4,89 -1,06| -1,66| -2,47
ILE| 36/ CG1 CD1 -0,54| -1,00 -0,04| 0,34/ 1,25 0,45 1,13 0,44 0,921 1,52
ILEf| 36f CB CG2 0,53 0,81 -1,32 -1,16| -1,44 0,03 0,41 -0,33 -0,78 -1,68
LEU] 43 CG CD1 n n n n n n n n n n
LEUl 431 CG| CD2 -0,04| -0,20, 1,66/ 0,39 1,33 0,07, 2,02 0,80 1,51 1,24

Table S8: Experimental residual dipolar couplings for methyl groups, that have been

newly measured for the presented analysis. Data set A20 has been taken from Ref. [36].




methyl |Spinl|Spin2| A7 | A2 | A1 | A3 | AA | A9 | A8 | A10 | A13 | A12 | A20
AA |Res

ILE, 44| CG1 CDj -0,11) 0,28 0,10 0,01} 0,10 -1,12 -0,27| -0,32 -0,32| -0,41 -0.25
ILE| 44 cB CG2 2,57 -1,00 -0,30[ -1,85| 1,11 3,86| 1,24/ 1,59 3,44, 2,81 3.15
ALA| 46 CA CB -2,82] 1,87 1,01 2,89 -1,06| -7,63| -2,42| -2,04| -4,85| -4,31| -4.56
LEU 504 CG CD1 -1,30, 0,90, 0,52 -0,76| -1,11] 1,03 0,21 -0,17| -1,63| -1,65 -1.52
LEU, 50, CG CD2 -0,11 0,57, 0,37 2,05 0,14| -0,83 -0,52| 0,37 -0,47, 0,19 -0.52
THR| 55 CB CG2 4,12/ -2,19 -1,41| -2,79| 2,12| 4,57 1,46 1,55 5,85 4,000 5.04
LEU] 56| CG CD1 n n n n n n n n n n

LEU, 56| CG CD2 -0,77/ 0,28 -0,06( -2,48, 0,05| -3,02| -0,09| -1,10 -1,04| -1,40 -0.70
ILE| 61] CG1 CDi -1,47| 0,37 0,12/ 2,09 -1,30| -1,88 -0,88| -1,02| -2,30| -2,06| -2.24
ILE, 61 cB CG2 1,35 0,42 0,37 2,28 0,58 2,37/ -0,02f 1,32 1,14/ 1,89 0.91
THR| 66 CcB CG2 n n n n n n n n n n

LEU, 67, CG CDj1 -0,71 -0,20| -0,05/ 0,25 -1,11| -0,56| -0,19| -0,71 -0,95 -1,07, -0.80
LEU] 67, CG CD2 2,50 -1,24|-0,73 -0,61] 1,16/ 3,01 0,94 1,33 3,19 2,44 3.12
LEU] 69 CG| CD1 n n n n n n n n n n

LEU] 69 CG CD2 n n n n n n n n n n

VAL| 70 CcB CG1 n n n n n n n n n n

VAL| 70 cB CG2 0,99 -0,81 -0,45 1,38 0,34 2,10 0,19 0,72 1,47 1,14 1.33
LEU] 71 CGl CD1 n n n n n n n n n n

LEU| 71 CG CD2 0,53 0,37] 0,20 0,94| 0,34| -0,79 -0,45 0,20 -0,07| 0,26 N
LEU, 73 CG CD1 1,13 -0,48 -0,19 -0,64, 0,87 0,14/ 0,10, 0,44 1,10, 0,83 1.04
LEU| 73] CG CD2 0,97 -0,20 -0,10( -1,57| 0,43 1,78 0,67, 0,71 1,03 1,12 1.09

Table S8 (continued): Experimental residual dipolar couplings for methyl groups






